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Review

• UI for programming before Von Neumann/Zuse architecture?

• Important eras: 0-D/1-D user interfaces?

• HCI innovations in

• Memex

• Sketchpad?

• NLS?

• What made the Apple II a success?
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Interaction Design History
of the Mouse
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Engelbart’s First Mouse (1964)

• Two wheels, wire is on the back, one button

• Won the test when comparing with other 
pointing devices at the time:

• Light pen, tracking balls, foot-pedal, knee-operated 
devices, head-operated devices
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NLS Mouse (1968)

• Two wheels, three button

• Click

• Command accept

• Command delete (undo)

• E.g., Delete

• Chord: d (3rd key)

• Mouse: point at the beginning + click

• Mouse: point at the end + click

• Mouse: command accept
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Scientific Foundations 
of the Mouse (1974)

• Stuart Card aimed to create scientific process that guides the design 
rather than only evaluation

• Use the theory to quickly indicate that a circuit for mouse movement during 
Xerox Star development was too slow

• Found that Fitts’s law curve of mouse have slope about 10 bits/sec 

• Close to the hand movement ⇒ mouse theoretically almost optimal

• “The science doesn’t design the mouse, but provided constraints 
to do it”
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Xerox Alto (1973) and Star (1981)

• Alto

• Three buttons (descendant of NLS)

• Steel ball

• Star

• Two buttons

Reduce confusion over button function

• Optical tracking
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Apple’s Lisa & 
Macintosh (1983–4)
• Apple + David Kelly Design

• Single button decision

• User study showed that it reduces selection 
error in text editing

• More reliable tracking mechanism

• Two wheels that were read by LED + 
phototransistors

• Tested with turntable: “Mouse miles”

• Less than 10% cost of Xerox Star 
mouse
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David Kelly Larry Tesler
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Microsoft Mouse
(1987)
• Interdisciplinary collaboration ⇒ 

leads to IDEO

• Interaction design: ID TWO

• Industrial design:Matrix Product Design

• Mechanical engineering: David Kelly Design

• Findings informed design

• Move the ball forward for higher precision

• Larger left button: people usually left click 
more

• Enable holding by only fingers

• Buttons extend to cover the entire front
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Force Shifts During Phases 
of the Technology Lifecycle

10
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Crossing the Thresholds of Indignation and Inclusiveness
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Enthusiast  
Phase

(Hobby)

“Exploit me!”

Professional  
Phase

(Work)

“Help me work!”

Consumer  
Phase

(Life)

“Enjoy me!”

Baroque  
Phase

“Let me do it all!”

Sweet Spot 

remaining awkwardness for a 
wide range of users and their 
daily tasks.

Obviously, the entire user 
experience counts here. You can 
actually go and buy this thing in 
a department store today, stick 
it to your windshield, turn it on, 
and after making a few obvi-
ous(!) choices, enter your first 
destination and be on your way. 
This is careful design. Some 
companies, such as TomTom 
and Apple, get how important 
this “first-encounter usability” 
is, from just the right software 
default settings, to physical 
device design, to the printed 
quickstart, to the design of the 
packaging. It’s no coincidence 
that for a brief, innocent period, 
Googling “iPhone porn” actu-
ally led to slideshows of devoted 
users unpacking their new gad-
get.

So what can we learn from 
the TomTom story? At some 
point the mix of features, 
technical feasibility, and task-
centered product, software, 
and user-interface design came 
together to shape a product 
that could make such a radical 
difference to people’s lives that 
its popularity skyrocketed. Of 
course this takes years of mar-
ket research and iterative prod-
uct development, but it creates a 
qualitatively new product genre 
that brings an unprecedented 
and realistic promise to the 
market and fulfills it. I call this 
moment the “sweet-spot” phase.

A telltale sign that a product 
has reached this stage is that 
people get its usefulness within 
15 seconds of explanation, even 
though they may not know the 
technology yet (or even under-
stand it afterward). Non-geeks 
start telling you about this new 

thing and begin to evangelize 
others about it.

Another sweet-spot indicator 
is that social behavior around 
the associated tasks changes. 
These days, when someone 
gives me driving directions—
a sales clerk on the phone, 
or a friend inviting me to his 
house—I find myself politely 
cutting them short, just asking 
them for their street address, 
which I then write down and 
later type into my TomTom.

Clearly, using these devices 
also has questionable conse-
quences. For one, we quickly 
begin to rely on them. Usually, 
after going to a new destination 
with my TomTom, I still can’t go 
there on my own: There was no 
need to memorize the route. A 
more subtle effect is the poten-
tial loss of a mental area map—
with a TomTom, you never care 
to develop a picture of your city 
as a whole in your head. Will 
people forget how to describe 
the way to their home to others? 
Will real-estate owners bribe 
TomTom to direct traffic away 
from their upscale properties? 
Studying these effects will keep 
us busy for some time. But even 
such potentially adverse conse-
quences show the fundamental 
change that a specific technol-
ogy can bring about.

Now the bad news: Feature 
development doesn’t stop at 
its sweet spot. Beyond the idea 
of providing reliable, easy-to-
use directions, TomTom has 
since added an MP3 player, 
live updates through the wire-
less network, connections to 
“Buddies” (the use of which has 
escaped me so far), coopera-
tive street updates, photo slide 
shows (I’m not kidding), and a 
stream of other features. Some 

of these are actually useful, but 
the original TomTom was the 
sweet spot.

David Liddle, design lead 
for the world’s first commer-
cially available GUI computer, 
explains his theory of technol-
ogy adoption in Bill Moggridge’s 
wonderful book, Designing 
Interfaces. He postulates a first, 
enthusiast phase exploiting 
the new technology, a second, 
professional phase putting it 
to use to get work done, and a 
third, consumer phase when it 
becomes available enough for 
people to enjoy.

I think we should add a 
fourth stage to this otherwise 
excellent model: the “baroque 
phase,” in which the successful 
new consumer product genre is 
then embellished with second-
ary features that often already 
existed before but are now inte-
grated into the new product.

This phase obeys the ter-
rible law of feature creep. 
Consumers, having experienced 
the wonderful new possibilities 
of the initial sweet-spot device, 
are hoping that subsequent 
products in this new genre will 
have an equally revolutionary 
and additional positive impact 
on their everyday lives—which 
of course they don’t, as they’re 
just incremental improve-
ments—and so buy new models 
because of their added features. 
The resulting featuritis, preva-
lent in software, is spreading 
to consumer devices as they 
are increasingly software-
controlled. (Shopping for a new 
toaster, I recently encountered 
a model that would assist me in 
my complex toasting tasks with 
an informational LCD screen. 
Please?)

At first sight the sweet spot 

and the baroque phase seem 
hard to tell apart: Both give the 
user new features, just at dif-
ferent levels of originality. But 
there’s an easy test: Sweet-spot 
products make your life sim-
pler, baroque ones more complex. 
Sweet-spot products support 
you in a new way, making a 
previously difficult or awkward 
task change fundamentally. 
Learn just a few new things, 
and you get an almost magical 
boost in productivity, simplify-
ing your everyday life. Baroque 
products just tweak existing 
processes, trying to make them 
more efficient in some situa-
tions but often complicating 
other tasks (and sometimes 
the most frequent ones—think 
microwave ovens). And to use 
them, you often need to learn a 
fair amount of new interaction 
concepts, operations, and other 
lingo.

Let’s look at some products I 
consider worthy of a sweet-spot 
award, and some technologies 
way in their baroque phase.

Cell phones hit their sweet 
spot in the mid-’90s: pocketable 
handsets, with several days of 
standby and calling charges 
that didn’t ruin the average con-
sumer anymore. What a change! 
Within years, people moved 
from carefully planning their 
evening out to “call us when 
you’re ready; we’ll tell you what 
bar we ended up in.” Agreeing 
when and where to meet, which 
often failed before, leading to 
heated arguments over whose 
fault it was (“But I was looking 
for you!”), was replaced by the 
stress-free model of just calling 
if something came up, no mat-
ter where everybody was. The 
list goes on.

Today cell phones have moved 

The phases of 
technology adoption.
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The phases of 
technology adoption.

Sweet Spot

• Simplifies your life

• Rule-changing new 
functionality

Baroque Phase

• Complicates your life

• Feature creep
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Next Step…

• Bill Moggridge: Designing 
Interactions

• Enjoyable coffee table book

• Buxton Collection

• Input devices

• http://research.microsoft.com/en-
us/um/people/bibuxton/
buxtoncollection/

15 media computing groupDIS 1 — Jan Borchers

Visions of HCI
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Multimodal interfaces

• Put That There (MIT, 1980)

• Key advances:

• Recognizing human gestures

• Combining voice with other input 
modes

Figure 2 

Talking and pointing to items on the Media Room's large screen. Here, the 
items are circle and diamond shapes being moved about against a backdrop of 
a Caribbean map. A double exposure effect catches two images of the user's 
right arm, strapped to which is the smaller of the pair of space-sensing 
cubes (covered by the user's cuff). On a pedestal to the right of the user 
chair is a lucite block, and to the top of this block is attached the 
larger transmitter cube. 

267 

Fig.: (Bolt, 1980)
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Multimodal interfaces

• Apple Knowledge Navigator (1988)

• Vision video mockup (not implemented)

• Key advances: Got people enticed with 
ideas of user agents and multimedia

Fig.: Digibarn Computer Museum
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Virtual Reality

• Key advances: Producing the illusion of being in a 3-dimensional world 
of computer-generated objects

• Head-Mounted Display, Ivan Sutherland, University of Utah, 1967
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World-Wide Web

• Tim Berners-Lee, 1989, CERN

• Key advances: Provided quick easy ways to view both text and 
graphics files from remote networked sites
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World-Wide Web

• Now getting closer to desktop-like fluid interactivity with AJAX, 
Web 2.0, etc.

• Example: Google Maps

More in DIS2
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Ubiquitous Computing
• Mark Weiser, Xerox PARC †

• 1991: The Computer For The 21st Century

• Most profound technologies disappear in fabric of everyday life

• Example: writing

• Early scribes had to know how to make ink, bake clay,…

• Today, writing is on candy wrappers

• A modern world without writing?

• In comparison, information technology is still at the “scribe” stage

• Example: motors

• 1900: 1 engine per factory

• Now 22 motors in your car, hard and unnecessary to notice

Reading ass
ignment
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Ubicomp vs. PC, VR
• Ubicomp = disappearing computer = augmented reality

= calm computing

• Goal is to activate the world, putting computers into everything

• “PC” is just a transition towards real potential of computing, which 
will focus on human environment

• Carrying a super-laptop is like owning just one very important book. 
Even customizing or having millions of it doesn't unleash literacy.

• Multimedia as used today makes machines even more attention-grabbing, 
not disappearing

• Psychological reasons for disappearing technology: Heidegger's hammer, compiling

• ≠VR: VR lets you explore unreachable worlds but tries to simulate 
infinite variety of reality instead of augmenting it.
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Ubicomp: PARC Devices

• Must know where they are (crucial to human perception)

• Knowing room it’s in can make computer adapt significantly, without any AI

• Tabs/Pads/Boards: inch/foot/yard scale, 100s/dozens/1 or 2 per room

• A tab for each book spine
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The PARC Tab

• 1993, ca. 50 deployed in PARC/EuroPARC

• Activated post-it note, can animate objects 
(find mislaid book,...), voting/consensus tool in meetings

• Use as active badge, identify wearer/object

• Use to shrink windows onto tab to carry with you

• Research product: assumed constant connectivity

• What is today’s Tab? What’s still missing?
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The PARC Pad

• Paper crossover with laptop

• Scrap computer (not personal to carry around with you)

• Antidote to windows: who wants 9x11” desk?

• Compare to modern Pads like the iPad: what’s still missing?
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The PARC Board

• Used as video screen

• Bulletin board (attuning to reader!)

• Whiteboard

• Flip chart

• Need different UI:

• Keyboard awkward

• Menubar hard to reach

• Shared across Atlantic 
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Ubicomp Predictions
• Small displays, faster CPUs: correct

• Battery prediction too optimistic (days of use at 1000x800)

• Memory underestimated

• High-resolution walls (80+dpi, 10s of Mpix) not there yet

• OSs today assume fixed hardware configuration,
but in Ubicomp, devices come and go

• Window systems assume fixed base computer

• Ubicomp diversity of input devices not being dealt with well

• Network: Bluetooth, problem of multiple connections
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Ubicomp Scenarios
• Neighborhood tracks (privacy vs. “coziness”)

• Paper(!) newspaper, but with electronic pen.

• Finding lost garage door opener manual

• Foreview car mirror for traffic jams and parking spots and shops

• Fresh coffee indicator.

• Collaboration via replicated/miniaturized tabs/pads, awareness, move 
content to board for active collaboration

• Switch effortlessly between machines, displays, and devices. 
Meeting review example.
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Ubicomp Scenarios

• Privacy: “minority report” ads jumping at passer-by. One approach: 
model physical world (hard but not impossible to break in, but leaves 
traces).

• Human-Centered: making people more aware of other people at end 
of computer links. Reverse bad effect of today’s email-based 
workplace (isolation). Enables nothing fundamentally new but takes 
away mental strain, making things (such as locating information) much 
easier (like desktop publishing did) which makes an enormous 
difference.

• Decline of the computer addict?

• Overcome information overload
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Ubicomp Today

• HUC’99 workshop
➔ Ubicomp Conference

• Commercial Tabs, Pads and Boards

• Hardware, but often still clinging to the desktop metaphor, and not “plentiful”

• One of the most intriguing current visions
for the future of HCI and CS

• “As calm as a walk in the woods”

media computing groupDIS 1 — Jan Borchers

Digital Pens

36

Anoto Digital Pen Technology
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Papier Craft

37

(Liao et al., 2005)

• Work on paper (= the 
large desk) instead of 
small screens

• Ink gestures to execute 
commands

• copy, paste, hyperlink start, 
hyperlink end

Pick-and-drop (Rekimoto, 1997)
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Tangible User Interface

• Coupling digital information 
with physical objects

• Give immediate haptic feedback

• Complement with intangible output

39

Ishii and Ullmer,  Tangible Bits 2

screen.  The Star was the first commercial system which
demonstrated the power of a mouse, windows, icons,
property sheets, and modeless interactions.  The Star also
set several important HCI design principles, such as "seeing
and pointing vs remembering and typing," and  "what you
see is what you get."  The Apple Macintosh brought this
new style of HCI into the public's attention in 1984,
creating a new stream in the personal computer industry [1].
Now, the GUI is widespread, largely through the
pervasiveness of Microsoft Windows.
In 1991, Mark Weiser (Xerox PARC) published an article
on his vision of "Ubiquitous Computing" [18], illustrating
a different paradigm of computing and HCI which pushes
computers into the background and attempts to make them
invisible.
The aim of our research is to show concrete ways to move
beyond the current dominant model of GUI bound to
computers with a flat rectangular display, windows, a
mouse, and a keyboard.  To make computing truly
ubiquitous and invisible, we seek to establish a new type of
HCI that we call "Tangible User Interfaces" (TUIs).  TUIs
will augment the real physical world by coupling digital
information to everyday physical objects and environments.
Fig. 2 illustrates the transition of HCI from the GUI of
desktop PCs to Tangible User Interfaces which will change
the world itself into an interface.
We see the locus of computation is now shifting from the
desktop in two major directions: i) onto our skins/bodies,
and ii) into the physical environments we inhabit.  The
transition to our bodies is represented by recent activities in
the new field of "wearable computers" [13].  We are
focusing on the second path: integration of computational
augmentations into the physical environment.  Our
intention is to take advantage of natural physical affordances
[15] to achieve a heightened legibility and seamlessness of
interaction between people and information.

GOALS OF TANGIBLE BITS
"Tangible Bits" is an attempt to bridge the gap between
cyberspace and the physical environment by making digital
information (bits) tangible.  We are developing ways to
make bits accessible through the physical environment.
Our key concepts are:
1) Interactive Surfaces:  Transformation of each surface

within architectural space (e.g., walls, desktops,
ceilings, doors, windows) into an active interface
between the physical and virtual worlds;

2) Coupling of Bits and Atoms:  Seamless coupling of
everyday graspable objects (e.g., cards, books, models)
with the digital information that pertains to them; and

3) Ambient Media:  Use of ambient media such as sound,
light, airflow, and water movement for background
interfaces with cyberspace at the periphery of human
perception.

graspable media
Center

Periphery
Foreground

Background

ambient media

Figure 3 Center and Periphery of User's Attention within
Physical Space

Ultimately, we are seeking ways to turn each state of
physical matter – not only solid matter, but also liquids and
gases – within everyday architectural spaces into
"interfaces" between people and digital information.  
We are exploring ways of both improving the quality and
broadening the bandwidth of interaction between people and
digital information by:
• allowing users to "grasp & manipulate" foreground bits

by coupling bits with physical objects, and
• enabling users to be aware of background bits at the

periphery using ambient media in an augmented space.
Current HCI research is focusing primarily on foreground
activity and neglecting the background [2].  However,
subconsciously, people are constantly receiving various
information from the "periphery" without attending to it
explicitly.  If anything unusual is noticed, it immediately
comes to the center of their attention.  The smooth
transition of users’ focus of attention between background
and foreground using ambient media and graspable objects
is a key challenge of Tangible Bits.

RELATED WORKS
Our work is inspired by the vision of "Ubiquitous
Computing" [18] and the new stream of "Augmented
Reality" research [20, 7, 9, 4].  The notion of
"foreground/background" [2] also has stimulated our vision.
Tangible Bits is also directly grounded on the previous
works of ClearBoard [12] and Graspable User Interfaces [8].
Interactions with many media artists and product designers
have also influenced the development of our vision.

Ubiquitous Computing
Mark Weiser (Xerox) proposed a vision of Ubiquitous
Computing in which access to computational services is
delivered through a number of different devices, the design
and location of which would be tailored to support various
tasks. In addition to this ubiquity, he stressed that the
delivery of computation should be "transparent."  His team

 Typical HCI
 GUI of desktop PC

  
  Tangible UI
  World will be interface. 

Figure 2   From GUI to Tangible User Interfaces

Hiroshi Ishii

34 June 2008/Vol. 51, No. 6 COMMUNICATIONS OF THE ACM

The Tangible Media Group at the MIT Media
Laboratory moved from GUIs to tangible user inter-
faces (TUIs) in the mid-1990s. TUIs represented a
new way to embody Mark Weiser’s (former chief sci-
entist at Xerox PARC) vision of ubiquitous comput-
ing by weaving digital
technology into the fabric of
the physical environment,
rendering the technology
invisible [9]. Rather than
make pixels melt into an
interface, TUIs use physical
forms that fit seamlessly into
a user’s physical environ-
ment. TUIs aim to take
advantage of these haptic-
interaction skills, an
approach significantly dif-
ferent from GUIs. The key
TUI idea remains: give
physical form to digital
information [3], letting
serve as the representation
and controls for its digital
counterparts. TUIs make
digital information directly
manipulatable with our hands and perceptible
through our peripheral senses through its physical
embodiment (see Figure 1).

URP: FIRST-GENERATION TUI
To illustrate basic TUI concepts, I start with the
Urban Planning Workbench, or Urp (developed by
the Tangible Media Group in 1999), as an example
early TUI [8]. Urp uses scaled physical models of

architectural buildings to configure
and control an underlying urban
simulation of shadow, light reflec-
tion, wind flow, and traffic conges-
tion (see Figure 2). In addition to a
set of building models, Urp pro-
vides interactive tools for querying
and controlling the parameters of
the urban simulation, most
notably position and rotation con-
trol via the physical models. Also

included are a clock tool to change the position of
the sun, a material wand to change the building sur-
face between bricks and glass (with light reflection),
a wind tool to change wind direction, and an
anemometer to measure wind speed.

The physical building
models in Urp cast digital
shadows onto the work-
bench surface (via video
projection) corresponding
to solar shadows at a partic-
ular time of day. This time,
representing the position of
the sun, can be controlled
by turning the physical
hands of a “clock tool,” like
the one in Figure 2. The
building models can be
moved and rotated, with
the angle of their corre-
sponding shadows trans-
formed depending on
position and time of day.

Moving the hands of the
clock tool can cause Urp to
simulate a day of shadow
movement among the
buildings. Urban planners
can identify and isolate
intershadowing problems
(shadows cast on adjacent

buildings) and reposition buildings to avoid areas that
are needlessly dark; alternatively, they can maximize
light among the buildings.

In Urp, the physical models of buildings are tangi-

Figure 1. By giving tangible (physical)
representation to digital information,
tangible user interfaces make information
directly graspable and manipulable through
haptic feedback. Intangible representation
(such as video projection) may complement
tangible representation, synchronizing
with it.

Figure 2. Urp and shadow
simulation. Physical building
models that cast digital
shadows and a clock tool to
control time of day (position
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on the map bound to the physical location of the Dome
phicon. (Fig. 11).
Simultaneously, the arm-mounted activeLENS displays a
spatially-contiguous 3D view of MIT campus (Fig. 11).
By grasping and moving the activeLENS (a physically
embodied window), the user can navigate the 3D
representation of campus building-space.
The Great Dome phicon acts both as a container of bits
which represent the MIT campus, and as a handle for
manipulating the map. By rotating or translating the Dome
object across the desk surface, both the 2D desk-view and
3D activeLENS-view are correspondingly transformed. The
user is thus interacting visually and haptically with three
spaces at once—the physical-space of the Dome object; the
2D graphical space of the desk surface; and the 3D graphical
space of the activeLENS.
The user may then take a second phicon, this time of the
Media Lab building, and place it onto the surface of the
desk. The map then rotates and scales such that the second
phicon is bound to the location of the Media Lab building
on the map.  Now there are two physical constraints and
handles on the MIT campus space, allowing the user to
simultaneously scale, rotate, and translate the map by
moving one or both objects with respect to each other.
Because each phicon serves as an independent locus of
control, the user may grasp and manipulate both objects
simultaneously with his/her two hands. Alternatively, two
users may independently grasp separate building objects,
cooperatively manipulating the transformation of the
Geospace. In this fashion, there is no one locus of control
as is true in point-and-click mouse interaction; rather, the
interaction is constrained by the physics of the physical
environment, supporting multiple pathways of single- and
multi-user interaction.

By bringing a passiveLENS device onto the desk, the user
may interact with satellite-imagery or future/past-time
overlay views of the map space, or explore alternate
interactions consistent with physical instantiation of the
Magic Lens metaphor [17].
With two phicon objects on the desk, there is an issue of
ambiguity that must be resolved.  For instance, when one
or both phicons are rotated independently, how should the
application respond?  We currently ignore this conflicting
information, but could also imagine other interpretations
such as warping the map view.  To resolve this ambiguity,
we designed a rotation-constraint instrument made of two
cylinders mechanically coupled by a sliding bar as shown in
Fig. 12.  This instrument has mechanical constraints which
prohibit independent rotation and realize distinct axes of
scaling and rotation.  By building in these physical
constraints, we resolve the question of ambiguity in this
particular case.

ambientROOM
The ambientROOM complements the graphically-intensive,
cognitively-foreground interactions of the metaDESK by
using ambient media – ambient light, shadow, sound,
airflow, water flow – as a means for communicating
information at the periphery of human perception.  The
ambientROOM is based on Steelcase's Personal Harbor™
unit, a 6’ x 8’ freestanding room, which we have augmented
with MIDI-controllable facilities.  The ambientROOM is
designed to employ both the foreground and background of
users' attention.

  
Figure 13    ambientROOM based on Personal Harbor™
In normal day to day interactions, we get information in
two main ways.  First, we get information from what we
are focusing on, where our center of attention is directed.
When we are speaking with a colleague in the office, we are
consciously focusing on that person and receiving
information directly from them.  But at the same time, we
are also getting information from ambient sources.  We
may have a sense of the weather outside from ambient cues
such as light, temperature, sound, and air flow from nearby
windows.  We may also have an idea of the activities of
colleagues in the area from the ambient sound and the
visible presence of passers-by.  
In contrast to the conscious foreground processing occurring
in discussions with a colleague, much of this ambient
information is processed through background
communication channels.  Our goal for the ambientROOM
is to explore how we can take advantage of this natural

     
Figure 11   Phicon and activeLENS

Figure 12 Scaling and Rotation Device with embedded
mechanical constraints
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Next Lecture: Statistics

• Bring your laptop and install 
programs for hands-on session

• Install R and Deducer

• More details on L2P
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